Introduction

When we discover a new emerging disease, one of the most urgent questions is where else it will spread. This project sought to answer that question with a model selection case study focused on time-sensitive predictive ability. Previous research conducted on model accuracy given data in time steps worked either with a single model fitting method or with a simulated disease (Vaclavik and Meentemeyer 2012, Patel unpublished). We extend such work either with a single model fitting method or with a simulated disease using multiple methods and subsets of the available occurrence data. In doing so, we gain a better sense of how quickly we can determine the potential extent of an emerging disease. If we can predict spread for Bd, then we can use similar modeling techniques to identify and monitor areas vulnerable to other diseases.

Objectives

1. Determine the amount of model training data needed to forecast Bd spread with acceptable accuracy.
2. Test multiple models to identify whether any method provides an acceptably accurate prediction of the observed spread of Bd.

Hypotheses

1. Prediction accuracy, as measured by several model evaluation statistics, will improve for all models with more training data.
2. Boosted regression trees (BRT) and Maximum Entropy (MaxEnt) will provide the most accurate predictions. This expectation is based on the methods' high levels of performance in Elith and Graham (2009) and Patel (unpublished) and MaxEnt's status as one of the most widely used species distribution models.

Methods

- **data**: Bd-Maps and WorldClim databases.
- **models**: BRT, MaxEnt, generalized linear model (GLM), k-Nearest Neighbor (k-NN), random forest (rF), Plug and Play Gaussian (PPG), and range bagging (RB).
- **training and testing data**: initial training set consisted of Bd data points from 1980-1995, after which data was added in four-year sets up to 2007; testing sets used data from all years following the end point of the training set.
- **evaluations**: area under the receiver operating characteristic curve (AUC), Cohen's kappa, True Skill Statistic (TSS), and false negative rate (FNR).

Results

![Figure 1. Bd presence and absence points. Areas of overlap might explain some error in predictions, specifically FNRs. Overlap can occur due to differently susceptible species in one location or multiple samples from a location over time.](image)

![Figure 2. Relative probability of Bd occurrence from MaxEnt prediction, trained on 1980-2007 data and tested on 2007-2011 data. MaxEnt performed best overall on time-step predictions.](image)

![Figure 3. MaxEnt prediction, trained on 80% of all data and tested on the remaining 20%. This map's similarity to fig. 2 supports analysis of MaxEnt as the best overall modeling method.](image)

Conclusions

- **Hypothesis**: Prediction accuracy, as expressed by our evaluations, will improve for all models with more training data.
- **Finding**: This hypothesis was not supported by our results. All models received their highest AUC score when trained on data from 1980-2003 (the third of four time-steps), and all except PPG received their highest kappa and TSS there as well.
- **Hypothesis**: BRT and MaxEnt will provide the most accurate predictions of Bd spread.
- **Finding**: MaxEnt did in fact provide the most accurate predictions, followed by BRT and rF. All three performed well on AUC evaluation, MaxEnt, however, had a lower FNR than both BRT and rF 50% of the time, and a lower FNR than at least one 100% of the time. Thus we selected MaxEnt as our best method overall.
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